ICTP DIPLOMA PROGRAMME IN CONDENSED MATTER PHYSICS

2009-2010
Stochastic Processes (CMP-STP) - A. Gambassi
(12 lectures : 18 hrs) 
Syllabus: 
1. [26.01] Random variables (rvs), joint probability density functions and distributions, marginals, conditional densities and probabilities, indipendence of rvs; transformation of rvs, functions of rvs, expectations, moments, conditional expectations, covariance; Generating functions: Moment generating function, probability generating function.[1-6]

2. [28.01] Generating functions (cont'd): Characteristic function. Central limit theorem. Stochastic processes (first glance): definitions and examples. Independent sequence. General random walks (RW), special cases.[7-10]

3. [29.01] RW on a graph and in more dimensions. Simple RW and gambling. Gambler's ruin and related questions (introduction to first passage problems). Probability of a first win before get ruined and average time for this to occur for the symmetric and simple RW. Probability distribution function for the symmetric and simple RW (via the probability generating function and with combinatoric approach).[11-14]

4. [02.02] First-passage times and reflection principle for the simple and symmetric RW (SSRW). Probability distribution of the first-passage time, divergence of the average. Returns to the origin and average number of returns, recurrence of the SSRW in one dimension.[15-17]

5. [04.02] Persistence probability and persistence exponent for the SSRW. Probability distribution of the maximum of the SSRW. Zeros of the SSRW and the arcsin law. Counting and Poisson processes: definitions and examples. Exponential distribution of waiting times in the Possion process.[18-23]

6. [05.02] Counting process with independence, constant intensity, and rarity: a different look at the Poisson process. Differential equation for the generating function and Poisson distribution of the counts. Renewal processes: definition and examples; renewal function. Branching processes: simple examples.[23-26] Midterm test (40min).

7. [09.02] Review of the solutions of the midterm test (1h). Stochastic processes: general definition. n-time joint probability density, properties and conditional densities. n-time correlation functions. Definition of stationary, uncorrelated, fully uncorrelated, and Markov processes.[1-3]

8. [11.02] Review of some solutions to homework assignement #1 (45min). Definition of a Markov process via the one-point pdf and the transition (conditional) probability. Chapman-Kolmogorov eq for the transition probability of a Markov process. Examples of transition probabilities and Markov processe: Wiener, Ornstein-Uhlenbeck, and Cauchy processes. Markov processes in physics: the case of the Brownian motion (brief history).[4-6,9]

9. [12.02] Transition probabilities and properties of continuity and differentiability of the trajectories of a stochastic Markov process. Master equation (ME): derivation for probability density and transition probabilities. ME for a discrete configuration space and relation with Monte Carlo simulations. General properties of the ME. Probability currents and conservation in the stationary state. Detailed balance (DB).[10-11,16]

10. [16.02] Stationary probability currents and time reversal: the role of DB for Markov processes. Time evolution of the entropy and irreversibility of the approach to a stationary state with DB. Non-equilibrium and equilibrium stationary states. DB in terms of transition rates only. Explicit construction of the equilibrium probability density.[12-15]

11. [18.02] Kramers-Moyal expansion and Fokker-Planck equation. Drift and diffusion terms. Pawula's theorem (sketch of the proof). Application of the Master Equation (ME): the one-dimensional RW. Transition rates. Periodic and reflecting boundary conditions. Equilibrium and non-equilibirum stationary states for this RW. [17-21]

12. [23.02] Equilibrium and non-equilibrium stationary states for the RW (cont'd). Boundary conditions and violation of DB. Explicit construction of the equilibrium distribution for the RW with reflecting BC: qualitiative features of the result. Continuum limit of the ME for the RW: Fokker-Planck (drift and diffusion) equation. Galilei transformation and explicit solution of this equation (Fourier transform). Relation to the Wiener process.[21-24]

13. [25.02] Some remarks on the solutions to homework assignement #2 (25min). Population dynamics: brancing and decay process. Absorbing state. Qualitative features depending on the branch and decay rates. ME for the process and solution via the probability genetaring function (pgf): Mapping into a differential equation for the pgf. Solution via the method of characteristics. Comparison with critical phenomena: survival probability as an order parameter for the non-equilibrium phase transition. Critical exponent beta.[25-28]

14. [02.03] Separation of time and length scales: the Langevin approach. The case of the Brownian particle. Linear Langevin equation for the velocity of the particle: deterministic and stochastic forces. General properties of the stochastic force. The case of white noise. Solution of the differential equation and Green's function for the problem. Response function. Gaussian distribution of the velocity and its two-time correlation function. Stationary distributon function of the velocity and comparison with Maxwell's distribution: determination of the strength of the noise. Calculation of the mean-square displacement of the particle: ballistic and diffusive behavior. Determination of the diffusion constant. Experimental verification of the model.[29-35]

15. [04.03] Non-linear Langevin equation. Derivation of the Fokker-Planck eqation from the Langevin equation. Langevin equation for relaxational dynamics. Determination of the stationary state and comparison with equilibrium distribution: Fluctation-dissipation theorem and Einstein's relation.[36-38]

16. [24.03] Written exam: 14:30-16:30, Leonardo Building, Euler Lecture Room (close to room D) 

